Operating Systems Exam 2, Fall 2009, Winter 2010

1. For the following chart of processes construct a uniprocessor scheduling diagram showing which process has the CPU during each time period for each of the following scheduling algorithms. See figure 9.5 in the textbook for the format of your solution.

a) Round Robin q = 2. (If X finishes at the same time as Y arrives, put Y in round robin queue first).

b) Shortest Remaining Time (SRT)

c) Feedback q = 2i, where i is the number of times the process has had the CPU already.

d) Highest Response Ratio Next (HRRN)

	Process Name
	Arrival Time
	Processing Time

	A
	0
	7

	B
	3
	3

	C
	5
	5

	D
	8
	1

	E
	10
	4


2. Suppose the page table for the process currently executing on the processor looks like the following. All numbers are decimal, everything is numbered starting from zero, and all addresses are memory byte addresses. The page size is 1024 bytes.

a) What physical addresses, if any, would each of the following virtual addresses correspond to?

i. 2098

ii. 5290

iii. 99

b) What range of virtual addresses will page fault?

c) Explain the purpose of each of the following bits in the table. Be sure to explain how the virtual memory system actually makes use of each of the bits and why keeping the information is valuable.

i. Valid Bit

ii. Reference Bit

iii. Modify Bit

d) Given the information in the table, prioritize each of the  page frames as candidates for replacement. Assume an LRU replacement policy. Start with priority 0 as highest priority and thus best choice for replacement, 1 as second priority, and so forth. (Some page frames  may have the same priority level).

	Virtual Page Num
	Valid Bit
	Ref Bit
	Modify Bit
	Page Frame Num

	0
	1
	1
	0
	2

	1
	0
	0
	0
	-

	2
	1
	0
	1
	5

	3
	1
	1
	0
	1

	4
	1
	1
	1
	0

	5
	1
	0
	1
	3


3. Let p0, p1, and p2 be concurrent processes. Suppose processes p0 and p1 share variable V0, processes p1 and p2 share variable v1, and processes p0 and p2 share variable v2.

a) Give code skeletons for processes p0, p1 and p2 to show how the processes can use semaphores to enforce mutual exclusion during critical sections of code and thereby safely coordinate access to v0, v1, and v2 along with other work they do.

b) Show how it is possible for the processes to deadlock if they can enter critical regions of both of their shared variables at the same time.
c) Explain how to design a solution for part b) that will avoid deadlock. 
4. Consider a system consisting of four processes and a single resource. The current state of the claim and allocation matrices is given in the following table. What is the minimum number of units of the resource needed to be available for this state to be safe?

	C
	A

	3
	1

	2
	1

	9
	3

	7
	2


5. A process contains 8 virtual pages on disk and is assigned a fixed allocation of four page frames in main memory. The following page trace occurs:

3,2,3,3,7,2,4,2,7,6,7,6,5,4,2,5,1,5,4,0,3,0,2,1,0
a) Show the successive pages residing in the four frames using the LRU replacement policy.

b) Compute the hit ratio in main memory. Assume the frames are initially empty.

6. Consider a computer with N symmetric processors in a multiprocessor configuration along with the 7-state process state transition model (p123 in Stallings). For each of the following questions, explain your answer.

a) What is the minimum number processes that can be in each of the Ready, Running, and Blocked states at one time?

b) What process states and state transitions are involved when a system is doing load balancing?

c) What process states and transitions are involved in interprocess communication? 

d) What process states and and transitions are involved in interrupt driven I/O? 

e) Which process states are likely to include processes which have a claim on physical memory?

f) Which process state transitions are involved when we talk about preemption in scheduling?

g) Which process state transitions are involved in time-slicing?

h) Where are process states kept in the kernel?

i) When a processor begins running a process that has already been running in the system, how does it know where to start executing?

7. Describe what happens at an I/O system call from a C program in the Linux operating system. To check the completeness of your answer, see that you include the following terms in a meaningful way in your description.

a) System library function

b) Bottom half

c) Scheduler

d) Preemption

e) Process states (name them as needed)

f) Process table

g) Process descriptor

h) Interrupt

i) Interrupt Service Routine

j) Processor registers

k) Kernel Space

l) User space

m) Process blocks

n) Device driver

o) Trap

