Week 5 Homework:  Simple Linear Regression
Name:______________________________Faculty:_____________________________
1.  Given a linear regression model y = 40.5 – 2.5 x,


What is the slope of the regression line?



Slope = coefficient of x term = - 2.5

What value of y would you predict for x = 10?



y = 40.5 – 2.5 (10) = 40.5 – 25 = 15.5

What is the predicted value of y if x = 15?



y = 40.5 – 2.5 (15) = 40.5 – 37.5 = 3

If the actual value of y at x = 15 is y = 6, what is the value of the residual at 



x = 15?


Residual = (observed/actual y) – (y predicted by the linear equation at x = 15)       


= 6 – 3 = 3
2.  What does an r2 value of 0.564 mean in terms of the variation in x and y?


56.4% of the variation in y is explained by the variation in x.
3.  If my Pearson’s correlation coefficient has a value of 0.7, what is the value of r2?


Pearson’s correlation coefficient = r, thus r2 = (0.7)2 = 0.49

4.  What basic assumption differentiates regression from correlation?


Causation!
5.  The output of my (fictitious) R regression analysis for tree diameter shows

     Coefficients 
…

Pr(>|t|)

Intercept
1.75



1.06 e -02

Age

3.2



2.84 e -08 ***

a.  Write the equation for the regression line.


Tree Diameter = 1.75 + 3.2 (age)
b.  Is age a significant contributor to tree diameter?  How do you know?


Yes.  The three stars after the Pr(>|t|) indicate that we can reject the null hypothesis that the coefficient for age equals zero at a p-value of < 0.001.
c.  What does the coefficient for age tell you?


For each one unit change in age, tree diameter changes 3.2 units, all else being held constant.
d.  The output also gives a p-value of < 3.8 e – 07.  What does the p-value tell you about the model for tree diameter?


The null hypothesis of no linear relationship between tree diameter and age can be reject since the p-value is less than 0.05.  There is a statistically significant relationship between tree diameter and age.
6.  The hypotheses for a simple linear regression of the form y = a + bx are:


Ho:  B = 0


Ha:  B not = 0

a.  Interpret the null hypothesis in your own words.


The null hypothesis is that the coefficient for the x term is zero, that there is not a linear relationship between x and y.

b.  In your own words, interpret the alternative hypothesis.


The alternative asserts that the coefficient for x is not zero, that there is a linear relationship between x and y (although whether that relationship is positive or negative is not stated).

7.  True or False.  I can use regression to explore the relationship between the salmon population in the Columbia River and the salmon population in Lake Washington.

False.  Regression assumes causality.  I have no evidence that suggestions there is a causal link between the two salmon populations—one does not cause the other, nor does one always precede the other.  The populations may both respond to the same factors in the environment however (confounding variables!).
8.  True or False.  The scatter plot of my data yields:





This data would be a good candidate for simple linear regression analysis.


False.  Linear regression assumes a linear relationship between the x and y variables.  This plot shows the curve associated with logarithmic decay.

9.  True or False.  The higher the value of r2, the better my regression model.


True.  The higher the r2, the more of the variation in y is explained by x.  That’s precisely what we want.

10.  True or False.  The power of my regression test equals (1 – r2).


False.  Calculating power involves a complex set of equations that involve the assumption of a new value for mu in Ho.
